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Abstract—The problem of adaptive multimodality sensing of landmines is considered based on electromagnetic induction (EMI) and ground-penetrating radar (GPR) sensors. Two formulations are considered based on a partially observable Markov decision process (POMDP) framework. In the first formulation, it is assumed that sufficient training data are available, and a POMDP model is designed based on physics-based features, with model selection performed via a variational Bayes analysis of several possible models. In the second approach, the training data are assumed absent or insufficient, and a lifelong-learning approach is considered, in which exploration and exploitation are integrated. We provide a detailed description of both formulations, with example results presented using measured EMI and GPR data, for buried mines and clutter.
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I. INTRODUCTION

THERE ARE many sensing challenges for which the use of an unmanned autonomous sensing platform is desirable, vis-à-vis using humans to deploy the sensors by hand. One important application that fits this profile is ground-based sensing of landmines [1]. This problem represents a significant challenge for an autonomous agent that must control the platform position, while also deciding which of the possible multiple sensors to deploy. This challenge is exacerbated by the heterogeneous characteristics of the environment that may be encountered [2]. For example, there are many different types of landmines (metal, plastic, small, and large), and these multiple mines appear differently as sensed by typical sensors; ground-penetrating radar (GPR) and electromagnetic induction (EMI) sensors constitute the principal tools that are applied for handheld landmine detection [1]. The GPR and EMI signatures of landmines and clutter are also a strong function of the soil characteristics [3]–[8], which are heterogeneous and changing as a function of water content [2] (the electric and magnetic properties of soils are a strong function of the moisture content, which is locally varying and typically poorly known in practice).

For the problem considered here, we assume that GPR and EMI sensors are deployed on the same unmanned platform. The task is for this system to navigate autonomously through a minefield, with the goal of detecting landmines, and doing so with a low false-alarm rate. The sensing “agent” must decide where to move the platform, which sensor (GPR or EMI) to deploy at a given point, and when to declare that a landmine is present or not. This task must be performed within a sensing budget, which is defined by the cost of deploying a sensor as well as the costs associated with making particular declarations (e.g., declaring the presence of a mine or clutter); as described in the section that follows, the cost associated with making classifications is performed within a Bayes-risk setting. To our knowledge, this paper is the first attempt at autonomous multimodality landmine detection; in practice, such sensing is currently performed by humans deploying hand-held sensors or via manned and unmanned sensor-mounted vehicles (with human control in both cases) [1].

The basic objective may be cast in the form of an adaptive sensor-management problem [9], [10] (here with two sensors, the GPR and EMI sensors), with the problem complicated significantly by the complexities of the landmine and clutter signatures and the dependence of such on (poorly known) environmental conditions. Here, we consider a partially observable Markov decision process (POMDP) formalism [11]. In the POMDP formulation, the environment under test is assumed to reside within a particular state $s_E$, and this state is not observable directly; the state of the environment, defined by the presence/absence of a mine in the region being sensed, is unchanged by the sensing itself. The state $s_E$ is “partially” observable in the form of the measured sensor data. The agent has particular actions at its disposal, here, characterized by the opportunity to move to a new location, deploy either of the two (GPR and EMI) sensors, or classify a given region (make an inference with regard to $s_E$). Each of these actions has an expected immediate cost, as well as an impact on the long-term sensing cost. The POMDP constitutes a framework that balances the (discounted) infinite-horizon performance of this multisensor problem, i.e., it accounts for the immediate expected cost, as well as discounted future costs, over an infinite horizon [11].

The POMDP is employed to constitute a sensing policy, defining the optimal next action to take based upon the agent’s current belief about the environment under test [11]. The belief is defined in terms of a belief state, a probability mass function (pmf) that reflects the probability $p(s_E)$ for all environmental states in the set $S_E$ [i.e., $p(s_E)$ for all $s_E \in S_E$], based upon all previous actions and observations [11]. To compute for the belief state, one requires a model of the environment under test [11]. For the work of interest here, the necessity of an underlying model is a serious limitation for the reasons previously discussed: The specific types of mines and clutter that may
be encountered are typically unknown \textit{a priori}, and even if these were known, the associated sensor signatures are a strong function of the soil properties, which are generally unknown and may change with variable weather.

Nevertheless, if we assume that we have access to measured data from the GPR and EMI sensors for targets and soils of interest, we may design the required statistical models through which a POMDP policy may be realized. As demonstrated in the preceding text, such models are well characterized in terms of hidden Markov models (HMMs) \cite{12,13} with action-dependent state-transition probabilities. In this application, the set of target states associated with the HMM are defined by sensor positions that are relative to the target, and the sequence of target states visited is modeled as a Markov process, which is conditioned on the sensor-platform motion. In this setting, we must distinguish the overarching state of the environment under test \(s_E \in S_E\) with the hidden underlying states of the target model (HMM), the latter defined by the set \(S_T\). The set of environment states \(S_E\) is defined by the absence or presence of a landmine, while the set of target states \(S_T\) describes the hidden position of the sensor relative to the item under test; these distinctions are addressed more completely in Section III.

Given a set of GPR and EMI data, measured at a sequence of spatial positions relative to the target, we must now develop the underlying HMMs required for the POMDP. Issues that must be addressed include defining an appropriate set of HMM states; we must also define the appropriate number of codes \cite{14} for quantization of the observations such that the observations are discrete, as required by the POMDP. To address these problems, we employ a variational-Bayes (VB) HMM analysis \cite{15,16}, which yields a full posterior density function on the HMM parameter values. In addition, the VB formulation allows us to evaluate the “evidence” for each model type (defined by the number of states and codes) \cite{17}, from which the proper number of (data driven) states and codes may be defined.

Rather than assuming that we know which particular landmines, clutter and environmental (soil) conditions are under interrogation, the underlying POMDP model may be constituted to account for the full range of uncertainty with regard to these parameters \cite{18}. Stated more precisely, the set of possible environments, mines and clutter, defined by \(S_E\), may in principle be made large enough to cover the full range of known conditions that may be encountered. As the agent interrogates the actual environment with the multiple sensors, the belief state narrows down the conditions under test to those actually under interrogation (the belief state, defined by \(p(s_E)\) for all \(s_E \in S_E\), settles upon which environment under test is most probable). In addition, a new action is introduced with appropriate cost, which is characterized by calling an “oracle” \cite{18} to reveal a label for an item under interrogation, thus allowing the underlying POMDP model to expand with the introduction of new mines, clutter, and/or environmental (soil) conditions. The use of an oracle is deemed appropriate for the landmine-sensing application, since oracle deployment entails excavation of the item under test, to determine whether it is a landmine or a clutter. There is a cost (for example in time) associated with such oracle deployment, and this cost is addressed within the algorithm.

It is computationally expensive to perform a framework of the type previously summarized (the number of environmental states in the set \(S_E\) must grow to account for the full range of possible mines, clutter, and soil conditions). To address this issue, an approximate algorithm has been proposed \cite{18} in which the full distribution on target and environmental conditions is sampled to constitute a finite set of possible environments. As the environment is sensed, these models are pruned (analogous to a narrowing of the belief state, as previously discussed), and new models are introduced in their place through exploitation of the oracle \cite{18}. In this paper, we adopt a modified form of this framework \cite{18}, with specific application to the landmine-sensing problem. As demonstrated in the examples, we use this approach to address multisensor (GPR and EMI) interrogation of a minefield, with no \textit{a priori} knowledge assumed with regard to the mines, clutter, and soil conditions. This is termed “lifelong learning,” because the algorithm (agent) continually learns and refines its policy as it interacts with the environment.

In this paper, we first develop a POMDP formulation based on the (unrealistic) assumption that \textit{a priori} and adequate training data are available for model development. This solution is used as a comparison for the “lifelong-learning” algorithm in which an oracle is employed, and the algorithm learns about its environment as it is sensed. Here, we employ measured GPR and EMI data for real mines and realistic clutter. To be specific, measured data were collected using actual EMI and GPR sensors on three different minefields (composed of inert mines), where the minefields were characterized by natural and man-made clutter, as well as landmines that are both plastic and metal. The measured data considered in this paper are available upon request, and therefore, it is hoped that it will evolve to a standard data set that researchers may use to test different adaptive sensor-management algorithms.

II. PARTIALLY OBSERVABLE MARKOV DECISION PROCESSES

In this section, we introduce POMDP basics, assuming that the underlying POMDP model is known, and in Section III, we discuss how the model may be learned based upon the training data. In Section IV, this is generalized further by assuming that the proper model is unknown, with model learning that is performed adaptively while sensing the environment (“lifelong” learning).

A POMDP model is represented by a six-element tuple \(\{S, A, T, \Omega, O, R\}\) \cite{11}, where \(S\) is a finite set of discrete states, \(A\) is a finite set of discrete actions, and \(\Omega\) is a finite set of discrete observations. The state-transition probability

\[
T(s, a, s') = \Pr(s_{t+1} = s'|s_t = s, a_t = a) \quad (2.1)
\]

describes the probability of transitioning from state \(s\) to state \(s'\) when taking action \(a\). The observation function

\[
O(a, s', o) = \Pr(o_{t+1} = o|a_t = a, s_{t+1} = s') \quad (2.2)
\]

describes the probability of sensing observation \(o\) after taking action \(a\) and transiting to state \(s'\). Finally, the reward function
$R(s, a)$ represents the immediate expected reward the agent receives by taking action $a$ in state $s$.

Since the state is not observed directly, a belief state $b$ is introduced. The belief state is a probability distribution over all states, representing the agent’s probability of being in each of the states based on past actions and observations, assuming access to the correct underlying model. The belief state is updated by Bayes rule after each action and observation, based on the previous belief state

$$b_t(s') = \frac{1}{c} O(a, s', o) \sum_{s \in S} T(s, a, s') b_{t-1}(s)$$  \hspace{1cm} (2.3)

with the normalizing constant

$$c = \sum_{s' \in S} O(a, s', o) \sum_{s \in S} T(s, a, s') b_{t-1}(s)$$  \hspace{1cm} (2.4)

A POMDP policy is a mapping from belief states to actions, telling the agent which action to take based on the current belief state. The goal of the POMDP is to find an optimal policy by maximizing the expected discounted reward

$$V = E \left[ \sum_{t=0}^{k-1} \gamma^t R(s_t, a_t) \right]$$  \hspace{1cm} (2.5)

which is accrued over a horizon of length $k$; in (2.5), the expectation is taken with respect to the states visited. The discount factor $\gamma \in (0, 1)$ describes the degree to which future rewards are discounted relative to immediate rewards. If $k$ is finite, the optimal action depends on the distance from the horizon, and therefore, the policy is termed nonstationary. However, often, an appropriate $k$ is not known, so we may consider an infinite-horizon policy, i.e., $k$ goes to infinity for which we require $\gamma < 1$. An infinite horizon also implies a stationary policy that is independent of the agent’s temporal position. When in belief state $b$, the maximum expected reward $k$ steps from the horizon is expressed as

$$V^{(k)}(b) = \max_{a \in \mathcal{A}} \left[ \sum_s R(s, a)b(s) + \gamma \sum_o p(o|a, b) V^{(k-1)}(b^o) \right]$$  \hspace{1cm} (2.6)

where $b^o$ is the belief state after the agent takes action $a$ and observes $o$, as updated in (2.3). The $V^{(k)}(b)$ represents the maximum expected discounted reward the agent will receive if it is in belief state $b$ and takes actions according to the optimal policy for future steps. In this paper, policy design is performed using the point-based value iteration (PBVI) algorithm, with details provided in [19].

III. POMDP Model for Landmine Detection

The discussion in Section II assumed that the underlying POMDP model was available for subsequent policy design.

A POMDP policy is a mapping from belief states to actions, telling the agent which action to take based on the current belief state. The goal of the POMDP is to find an optimal policy by maximizing the expected discounted reward

$$V = E \left[ \sum_{t=0}^{k-1} \gamma^t R(s_t, a_t) \right]$$  \hspace{1cm} (2.5)

which is accrued over a horizon of length $k$; in (2.5), the expectation is taken with respect to the states visited. The discount factor $\gamma \in (0, 1)$ describes the degree to which future rewards are discounted relative to immediate rewards. If $k$ is finite, the optimal action depends on the distance from the horizon, and therefore, the policy is termed nonstationary. However, often, an appropriate $k$ is not known, so we may consider an infinite-horizon policy, i.e., $k$ goes to infinity for which we require $\gamma < 1$. An infinite horizon also implies a stationary policy that is independent of the agent’s temporal position. When in belief state $b$, the maximum expected reward $k$ steps from the horizon is expressed as

$$V^{(k)}(b) = \max_{a \in \mathcal{A}} \left[ \sum_s R(s, a)b(s) + \gamma \sum_o p(o|a, b) V^{(k-1)}(b^o) \right]$$  \hspace{1cm} (2.6)

where $b^o$ is the belief state after the agent takes action $a$ and observes $o$, as updated in (2.3). The $V^{(k)}(b)$ represents the maximum expected discounted reward the agent will receive if it is in belief state $b$ and takes actions according to the optimal policy for future steps. In this paper, policy design is performed using the point-based value iteration (PBVI) algorithm, with details provided in [19].

A. Feature Extraction

We assume the EMI and GPR sensors reside on an autonomous platform (robot), and either an EMI or a GPR measurement may be made at any point. If appropriate, both types of measurements may be made sequentially. It is also assumed that the observed data are converted into associated features; the features are quantized using vector quantization [14], yielding the finite set of observations required for the POMDP.

1) EMI Features: The EMI measurements are performed in the frequency domain. A typical frequency-domain EMI response for the magnetic field $H(\omega)$ above a metal mine is shown in Fig. 1, where $\omega$ represents the angular frequency. The magnetic field induced by a metal target is represented as [20]

$$H(\omega) \propto a_1 + \frac{b_1 \omega}{\omega - j\omega_1} + \frac{b_2 \omega}{\omega - j\omega_2}$$  \hspace{1cm} (3.1)

where $a_1$, $b_1$, and $b_2$ are related to the magnetic dipole moments of the target, and $\omega_1$ and $\omega_2$ represent the associated EMI resonant frequencies.

Features can be extracted from an EMI observation by fitting the measured data $Y(\omega)$ to the model in (3.1), assuming additive noise $n$ in the observation, i.e., $Y(\omega) = H(\omega) + n$. The parameters $\{a_1, b_1, b_2, \omega_1, \omega_2\}$ are our EMI features, obtained via maximum-likelihood fitting under the assumption that $n$ is an independently and identically distributed Gaussian noise [i.e., minimizing the mean-square error between the measured data and the model in (3.1)].

2) GPR Features: The GPR data for a given sensor position are assumed to be recorded in the time domain. Fig. 2(a)
Fig. 2. GPR response when the sensor is above a plastic mine. (a) Amplitude versus time signal in one position. The time axis is sampled at a rate of 0.05 ns with the full waveform extending over 5 ns. The first peak corresponds to the reflection from the ground surface. (b) Two-dimensional scan of a plastic mine signature. The down-track positions are sampled at intervals of 2 cm. The arrow indicates the position where the sensor measured the signal in (a).

shows a typical GPR observation when the sensor is above a plastic mine, and Fig. 2(b) shows a 2-D scan of the landmine signature. Features extracted from a GPR observation include the raw moments (corresponding to energy features) and central moments (corresponding to fluctuation features) of the time series. Let \( \{ y_t \}_{t=1} \) denote the time series of a GPR observation, from which the raw and central moment features are

\[
    f_k^{(\text{raw})} = \frac{1}{T} \sum_{t=1}^{T} (y_t)^k, \quad \text{for } k = 1, 2, 3 \quad (3.2)
\]

\[
    f_k^{(\text{cen})} = \frac{1}{T} \sum_{t=1}^{T} \left( y_t - f_1^{(\text{raw})} \right)^k, \quad \text{for } k = 2, 3 \quad (3.3)
\]

respectively, in which \( f_2^{(\text{cen})} \) reflects the variance of a GPR response, and \( f_3^{(\text{cen})} \) reflects the degree of asymmetry of the wave. Moments higher than third order were found not to contribute toward distinguishing target states, and therefore were not utilized. Details on the GPR and EMI sensors used to collect these data are provided in [21] and [22].

B. Specification of States \( S \)

In the discussion that follows, we introduce two types of states. The first type are called environment states, defined by the set \( S_E \); these states characterize the environment in which the agent operates. Five different environment states are considered here, corresponding to the presence of: 1) metal-class mine; 2) plastic-class mine; 3) Type-1 class clutter; 4) Type-2 class clutter; and 5) a clean subsurface. Type-1 clutter corresponds to large-sized metal items such as a soda can, while Type-2 clutter corresponds to small-sized metal items, including nails, shells, and screws. As shown when considering the results, some of the clutter is nonmetallic, but the associated signature has properties that may be characterized by the Type-1 and Type-2 classes, as previously discussed. The third type of nonmine corresponds to a “clean” region, which means that no mine or minelike objects are present in the vicinity of the sensor. More types of targets (mines and clutter) can be added to the model if desired. In Section IV, we generalize the framework to allow learning of the properties of new clutter and mines.

The particular (hidden) one of these environments under test defines the environment state \( s_E \in S_E \). Many of these environment states yield complex sensor signals, as a function of the sensor position relative to the target; therefore, for each environment state \( s_E \in S_E \), we define an associated set of target states \( S_T \), with each target state representing where the sensor is relative to the target. An individual target state is one section of an annulus for a particular environment state (see Fig. 3). The target states are also unobservable but may be inferred along with \( s_E \) from the data. Let \( |S_E| \) represent the number of environment states (here, \( |S_E| = 5 \)), and let \( |S_{T,m}| \) represent the number of underlying target states associated with the \( m \)th environment state; the total number of target states in the POMDP is \( \sum_{m=1}^{|S_E|} |S_{T,m}| \). The state-transition and state-dependent observation probabilities in (2.1) and (2.2) are linked to the underlying target states. Because of the structure previously summarized, the state-transition-probability matrix defined by (2.1) is block diagonal, because the environment under test is fixed (but hidden), and therefore, as the sensor moves, state transitions are not allowed between target states of different environments. Below, we address the challenge of defining the set of target states \( S_T \) associated with each of the environment states \( s_E \in S_E \).

In most cases, a landmine is cylindrically symmetric and buried with axis perpendicular or nearly perpendicular to the ground surface [see Fig. 3(a)]. A clutter item may not satisfy these properties, but the confusing clutter has a spatial signature that is similar to that of a mine. We also note that, even if the mine/clutter does not satisfy these burial and shape properties, the GPR and EMI sensors typically do not have sufficient resolution to explicitly discern the shape and orientation of the target, and therefore, the assumptions that follow are appropriate for most data to be considered.
The robot is assumed to move on the (flat) 2-D ground surface. Considering that the energy of the signal response is a strong function of the distance from the object center, it is natural to define target states as concentric annuli on the ground surface, with center above the center of a mine or clutter, as shown in Fig. 3(a) and (b). Within each annulus, the sensor responses are considered relatively stationary. However, this simple state definition is not satisfying. The robot is assumed to move in four directions (forward, backward, left, and right), and we hope it can tell its position relative to an underground target by exploring the environment. For instance, the robot at points A and B in Fig. 3(b) should have different optimal actions to best locate the landmine. At point A, it should walk toward the right, while at point B, the best action is toward the left. The state definition in Fig. 3(b) does not allow the POMDP to distinguish this difference. Therefore, we divide each annulus into four sectors corresponding to the four directions (north, south, west, and east). The updated state definition is shown in Fig. 3(c). The representation in Fig. 3(c) motivates the basic target state structure considered here, and the remaining question is how many target states should we use to represent a given target; this is addressed in Section III-E.

C. Specification of Observations $\Omega$

The discrete set of possible observations $\Omega$ is obtained as the codebook resulting from the vector quantization [14] of the continuous features. Each of the two sensors (EMI and GPR) generates its own codebook independently, resulting in two disjoint codebooks, the union of which defines $\Omega$.

D. Specification of Actions $A$

The robot is assumed to have 15 actions, i.e., $A = \{1, 2, \ldots, 15\}$, of which the first ten are sensing actions, and the rest are declaration actions; Table I provides a list of these actions. If a sensing action is applied, the robot first walks in one of the four directions for a distance $\delta$ (or it may stay at the same position), and then, it makes an EMI or GPR measurement according to the selected action. It is assumed that the robot always travels the same distance $\delta$ in each step in any direction, if it does not “stay.” An adaptive step size could also be considered with an increase in complexity. The declaration actions declare the current position (where the robot currently is) to be one of the five types of mines or clutter buried underground (these define the “unobservable” environmental states $S_E$ discussed in the Introduction).

E. Determination of the Number of Target States $|S_T|$ and the Codebook Size $|\Omega|$

The number of target states in the representation of a target and the size of the codebook are important issues in the POMDP model design. We address these issues by using the VB expectation-maximization (EM) method for model selection [17], which allows us to compute an approximation of the “evidence” for different $|S_T|$ and $|\Omega|$.

1) VB EM Algorithm: The EM algorithm is widely used in learning model parameters for incomplete data. In our problem, the data are incomplete because the states are partially observable. The traditional EM algorithm gives a maximum likelihood or maximum a posteriori point estimate, which does not express the posterior parameter uncertainty. Rather than
a point estimate of the model parameters, we desire the full posterior via Bayes rule

\[ p(\theta|y) = \frac{p(y|\theta)p(\theta)}{p(y)} = \frac{p(y|\theta)p(\theta)}{\int p(y|\theta)p(\theta)d\theta} \]  

(3.4)

where \( y \) is measured data, \( \theta \) denotes model parameters, and \( p(\theta) \) is the prior distribution over parameters. Given the measured data \( y \) and several candidate models \( M_1, M_2, \ldots, M_n \) with different structures, the goal of model selection is to decide which model fits the data best. One criterion for this selection involves comparing the marginal likelihood of the data \( y \) for each model and choosing the model that has the highest likelihood. The marginal likelihood is also called the “evidence” [17] and is expressed as

\[ p(y|M) = \int p(y|\theta, M)p(\theta|M)d\theta. \]  

(3.5)

This is the denominator of the right-hand side of (3.4), except that the model \( M \) is now written explicitly.

By Bayes rule, the posterior distribution over the candidate models is given as

\[ p(M_i|y) = \frac{p(y|M_i)p(M_i)}{p(y)} = \frac{p(y|M_i)p(M_i)}{\sum_j p(y|M_j)p(M_j)}. \]  

(3.6)

If we assume that all candidate models are equally probable, defined by the prior distribution \( p(M_i) \), choosing the maximum marginal likelihood \( p(y|M_i) \) is equivalent to choosing the maximum posterior \( p(M_i|y) \) over models.

The marginal likelihood (3.5) is difficult to evaluate because the integral is typically intractable analytically. The VB method [17] provides an approach to compute the lower bound of this marginal likelihood by introducing a factorized distribution \( q(x, \theta) \approx q_x(x)q_\theta(\theta) \) to approximate the true distribution \( p(x, \theta|y, M) \), where \( x \) denotes the hidden variables (states), and \( y \) denotes the observed variables (measured data). Details with regard to VB applied to HMMs may be found in [16].

2) Determining \( |S_T| \) and \( |\Omega| \): We now address the problem of determining the number of target states and the codebook size by using the VB approximation of the model evidence (marginal likelihood). Suppose we are given the target position, and the associated EMI and GPR measurements, the horizontal or vertical sensing sequences passing through the center of a target are used as a training set to estimate the model parameters, as shown in Fig. 4(a). The data are assumed to be represented by an HMM with two sets of observations, as shown in Fig. 4(b). We assume that the GPR and EMI observations share the same underlying target states, which characterize the intrinsic physics of the target. The state-sequence statistics are assumed to be Markovian, i.e., for the moving platform, the target state sampled at time \( t \) depends only on the state sampled at \( t - 1 \); it is approximated to be independent of the states sampled before time \( t - 1 \). Given the current target state, the corresponding observation is independent of any other states or observations. In addition, the vertical and horizontal sequences [see Fig. 4(a)] are assumed to be equivalent since the target signature is assumed to be symmetric; this symmetry property of the signature is a good approximation for most landmines, and it is relevant for the type of clutter confused as a mine (for the resolution of the GPR and EMI sensors considered).

The HMM is used to model a target as a nonstationary stochastic process, as viewed by the sensors when they gradually approach the target, approach its center, and then leave it. The response signals (observations) are a function of the distance between the sensors and the target center: the smaller this distance, the stronger the response.

The candidate models have \( |S_T| = 1, 5, 9, 13, \ldots, 4K + 1 \) target states, corresponding to \( 1, 2, 3, 4, \ldots, K + 1 \) annuli, respectively, and we consider codebook sizes \( |\Omega| = 2, 3, 4, \ldots, N \), where \( K \) and \( N \) define the range of the model structures we consider. The illustration of these candidate models for different numbers of states is shown in Fig. 5. The outer radius (15 cm) is the same for each of the candidates, and the different models are distinguished by the number of circular rings considered within.

To find the best \( |S_T| \) and \( |\Omega| \), we need to compute the model evidence for all the combinations of \( |S_T| \) and \( |\Omega| \), which are \( N(4K + 1) \) models in total. When \( N \) and \( K \) are large, this is computationally expensive. An alternative approach for large \( N \) and \( K \) is to iteratively optimize one parameter while fixing the other. We fix \( |\Omega| \) and find the optimal \( |S_T| \), and then fix \( |S_T| \) as the optimal value from the last step and find the optimal \( |\Omega| \). Note that in each iteration, \( |S_T| \) or \( |\Omega| \) is updated if and only if the model evidence corresponding to the new \( |S_T| \) or \( |\Omega| \) is larger than the old one. This search terminates when \( |S_T| \) and \( |\Omega| \) are both unchanged. Convergence is guaranteed since the model evidence increases monotonically, and there is an upper bound of the model evidence for all the combinations of \( |S_T| \) and \( |\Omega| \) considered. To avoid local minima, this procedure may
be repeated several times starting from different initializations. Experiments suggest that this iterative approach obtains a satisfactory result relative to jointly searching over both parameters. An example of determining factory result relative to jointly searching over both parameters.

Experiments suggest that this iterative approach obtains a satisfactory result relative to jointly searching over both parameters. An example of determining factory result relative to jointly searching over both parameters.

Fig. 5. Candidate models for different number of states $|S_T| = 1, 5, 9, 13$.

Fig. 6. Example of model evidence (marginal likelihood) for model selection. (a) Selection of the number of states when the codebook size is $|\Omega| = 10$. The maximum evidence occurs at $|S_T| = 9$. (b) Selection of the codebook size when the number of state is $|S_T| = 9$. The evidence remains stable after $|\Omega| = 10$. In both figures, the model evidence is the logarithm of the marginal likelihood apart from a constant.

F. Estimation of $T$ and $O$

We cannot use the state-transition probabilities and the observation functions obtained from the VBHMM (discussed in the previous section) directly as the corresponding transition and observation functions in the POMDP model, because the VBHMM is a 1-D HMM model (robot moves in a 1-D horizontal or vertical path passing the center of the target) without action selection, but the POMDP model is a 2-D model (robot moves in a 2-D plane) with multiple action selections. We now discuss how to estimate the transition and observation functions for the POMDP model using the $|S_T|$, $|\Omega|$, and the state definition obtained from the last section.

Across all five types of mines and clutter considered (for the five environment states considered), we define a total of 29 target states, i.e., $S_T = \{1, 2, \ldots, 29\}$. The 29 states are divided into five disjoint subsets: $S_T = S_m \cup S_p \cup S_1 \cup S_2 \cup S_c$, denoting, respectively, the states of metal mines, plastic mines, Type-1 clutter, Type-2 clutter, and “clean”; the number of states in each of the five subsets are 9, 9, 9, 1, and 1, respectively. The definition of the states is illustrated in Fig. 7(a).

The belief state in (2.3) is represented across all of the target states in $S_T$, implying that the belief state here is a 29-D pmf. The probability that the item under test is in environment state $S_E = m$ is expressed as $p(s_E = m) = \sum_{s \in S_{T,m}} b(s)$, where $S_{T,m}$ is the set of target states associated with the $m$th environment. Probabilities of the form $p(s_E)$ are used to compute the immediate expected Bayes risk (cost) associated with declaring the region under test as being associated with environment state $s_E$, i.e., when a decision is made to stop sensing in a given region and make a declaration. Assuming that the algorithm declares that the region under test is a characteristic of environment $\hat{s}_E \in S_E$, in this case, the immediate expected reward is $\sum_{s_E \in S_E} R(\hat{s}_E, s_E) p(s_E)$, which is the negative of the Bayes risk of declaring $\hat{s}_E \in S_E$. The
algorithm must weigh the immediate risk/cost of making an immediate declaration of this type against the cost of future sensing actions and how these may impact the Bayes risk in the future. The matrix $R(\hat{s}_E, s_E)$ employed in the examples considered here is discussed in Section III-G. When a declaration action is taken, the expression $\sum_{s \in S_E} R(\hat{s}_E, s_E)p(s_E)$ is used to compute the first term to the right of the equality in (2.6).

The two sensing actions in which the robot does not move (the “stay” action) do not cause target state transitions; hence, $T(\cdot, a, \cdot)$ is an identity matrix when $a$ is “stay and sense with GPR” or “stay and sense with EMI.” All remaining sensing actions can result in transitions from one target state to another. Assuming that the robot travels the same distance $\delta$ in each step and that the robot’s position is uniformly distributed in any given state, the probabilities of these transitions are directly determined by using an elementary geometric computation. Fig. 7(b) illustrates how the transition probabilities $T(s = 5, a, s')$ for the two sensing actions involving “walk south” are computed. Let $\sigma_1, \sigma_2, \sigma_3,$ and $\sigma_4$ denote the four regions of state 5 as well as their respective area metric. The underlying state will transit to state 5, 9, 6, or 8, respectively, if the robot is in the region $\sigma_1, \sigma_2, \sigma_3,$ or $\sigma_4$ currently, and will walk south. The probabilities of transitioning to other states are zero. Given the traveling distance $\delta$ and the partition of the states, the regions $\sigma_1, \sigma_2, \sigma_3,$ and $\sigma_4$ can be easily determined by a geometric computation. Furthermore, the probability of transitioning to state 5, 9, 6, or 8 from state 5 is proportional to the area of the region $\sigma_1, \sigma_2, \sigma_3,$ or $\sigma_4$.

Fig. 7(c) is a partial graph of the state transitions of the model, which only shows states 1 to 9 (metal mine states) and state 29 (“clean”), when the action involves “walk south.” The bold arrows denote transitions with relatively high probability, while the thin arrows represent low-probability transitions. The block diagonal structure of the transition probability matrix, where the white boxes represent nonzero entries, with box size proportional to probability; the action is “walk south” in this example.
assume that a mine or clutter is buried separately (no overlap), the transition-probability matrix $T(s, a, s')$ related to a “move and sense” action is block diagonal (i.e., a state transition happens only within each target) except that “clean” (state 29) could transit to or from the states of other types of targets (this is why Type-2 clutter is modeled by a single state; there is a possibility to transition to this state from “clean”). Fig. 7(d) shows the block-diagonal property of the state-transition matrix. From this point of view, the model can easily be expanded by adding more diagonal blocks. Each block corresponds to one target considered in the model. This property is important for the lifelong-learning algorithm considered in the next section.

The observation functions $O(a, s', o)$ are estimated similarly by using the geometric computation based on the state definitions and discrete observations resulting from vector quantization. The observation probability $O(a, s', o)$ is proportional to the number of the observations $o$ in the state $s'$, so the computation is a counting process and then a normalization. The codebook size is 12 for both EMI and GPR data (24 codes in total). The sensing actions involving the same type of sensor share the same observation probability, independent of the directions in which the robot moves.

Computing $T(s, a, s')$ and $O(a, s', o)$ requires prior knowledge of the possible mines and clutter, and therefore, we assume access to examples of possible mines and clutter. The assumption of access to such a training set is removed in Section IV when addressing lifelong learning.

### G. Specification of Reward $R$

The reward function $R$ considered in the subsequent examples is defined in Table II. Note that the sensing actions are independent of the environment state $s_E \in S_E$ under test, while the declaration actions are a strong function of $s_E$. All sensing actions have a cost of $-1$, although in general, we can set different costs for the two sensors.

For the declaration reward, intuitively, correctly recognizing a target should get a positive reward; partially correct declaration, which means the robot is confused between types of mines or between types of clutter but not between mines and clutter, gets a less positive reward; missing a landmine or declaring a landmine as clutter should have a very large penalty, and declaring a clutter as a landmine also has a large cost but less than a missed mine; these rewards are used when evaluating the immediate expected reward $\sum_{s_E \in S_E} R(s_E, s_E) p(s_E)$ discussed previously. The units in Table II are arbitrary, and we note that a different reward structure may readily be considered, resulting in a new policy. In this sense, the manner in which the reward structure is defined constitutes the subsequent policy.

### IV. Lifelong Learning: Exploration and Exploitation

All discussions thus far assumed accurate knowledge of the POMDP model. It was therefore assumed that we have a complete training data set, which describes the properties of all mines and clutter (including the soil properties) that may be encountered. It has been assumed that a reliable POMDP model is built from the training data, from which the policy is learned, and this policy is exploited when sensing. Stated succinctly, the exploration and exploitation phases have been assumed to be separable and distinct. The system first obtains labeled training data (exploration) with which the POMDP model is learned, and the policy is designed. The policy is then exploited subsequently when detecting landmines, and this policy is not refined during this latter process.

The assumptions inherent to the POMDP setting are often not easily satisfied. In many scenarios, the training data cannot be provided in advance; the robot is required to learn the model and policy by exploring the environment itself. In this situation, the training phase and the detection phase become one overall process, with exploration and exploitation performed jointly. In other cases, even though a model and a policy could be learned beforehand, the model may not be good enough or appropriate for future sensing. For example, some new targets are frequently encountered in the detection phase; hence, the robot should consider adding a new target into the existing model and possibly de-emphasizing models of mines and clutter that are not observed when sensing. It is desirable for the robot to modify its understanding of the environment online during its detection phase; this is termed “lifelong learning” [18], [24], [25].

In this section, we investigate a method for learning the model by an online approach, i.e., the robot learns the model at the same time as it moves and senses in the minefield (combining exploration and exploitation). By this approach, the model size (number of states $|S|$ and discrete observations $|\Omega|$), model parameters (transition probability $T$ and observation function $O$), and optimal policy are updated online during the learning process. The algorithm given in the next section is motivated by and modified from the MEDUSA algorithm [18].

#### A. Dirichlet Distribution

We first review the Dirichlet distribution, which is an important tool for the lifelong-learning algorithm that follows. The

### TABLE II

<table>
<thead>
<tr>
<th>State</th>
<th>Action</th>
<th>Declare “metal mine”</th>
<th>Declare “plastic mine”</th>
<th>Declare “Type-1 clutter”</th>
<th>Declare “Type-2 clutter”</th>
<th>Declare “clean”</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metal mine</td>
<td>-1</td>
<td>+10</td>
<td>-5</td>
<td>-100</td>
<td>-100</td>
<td>-100</td>
</tr>
<tr>
<td>Plastic mine</td>
<td>-1</td>
<td>+5</td>
<td>+10</td>
<td>-100</td>
<td>-100</td>
<td>-100</td>
</tr>
<tr>
<td>Type-1 clutter</td>
<td>-1</td>
<td>-50</td>
<td>-50</td>
<td>+10</td>
<td>+5</td>
<td>+5</td>
</tr>
<tr>
<td>Type-2 clutter</td>
<td>-1</td>
<td>-50</td>
<td>-50</td>
<td>+5</td>
<td>+10</td>
<td>+5</td>
</tr>
<tr>
<td>Clean</td>
<td>-1</td>
<td>-50</td>
<td>-50</td>
<td>+5</td>
<td>+5</td>
<td>+10</td>
</tr>
</tbody>
</table>
Dirichlet distribution is the conjugate prior of the multinomial distribution [26]. The multinomial distribution is a discrete distribution that gives the probability of choosing a given collection of \( m \) items from a set of \( n \) items, without concern for order; the probabilities of the \( n \) items are given, respectively, by \( p = (p_1, \ldots, p_n) \). Probabilities \( \{p_i\}_{i=1}^{n} \) are the parameters of the multinomial distribution; \( \{p_i\}_{i=1}^{n} \) are the random variables of the Dirichlet distribution, which will serve as a prior for \( p \).

The probability density of the Dirichlet distribution for random variables \( p = (p_1, \ldots, p_n) \) with parameters \( u = (u_1, \ldots, u_n) \) is defined by

\[
p(p) = \text{Dir}(p; u) = \frac{1}{c(u)} \prod_{i=1}^{n} p_i^{u_i - 1} \quad (4.1)
\]

with \( p_1, \ldots, p_n \geq 0 \), \( \sum_{i=1}^{n} p_i = 1 \), and the normalizing constant \( c(u) = \frac{\prod_{i=1}^{n} \Gamma(u_i)}{\Gamma(\sum_{i=1}^{n} u_i)} \).

The mean of the Dirichlet distribution is

\[
E(p_i) = \frac{u_i}{\sum_{i=1}^{n} u_i}, \quad \text{for } i = 1, \ldots, n. \quad (4.2)
\]

Given i.i.d. data \( y = \{y_1, \ldots, y_m\} \) drawn from a multinomial distribution with parameters \( p \), with prior on \( p \) represented by \( \text{Dir}(p; u) \), the posterior distribution of \( p \) is represented by an update of the Dirichlet distribution, \( \text{Dir}(p; \tilde{u}) \), which is computed by the counting process

\[
\tilde{u}_i = u_i + \sum_{j=1}^{m} \text{indicator}(y_j = i), \quad \text{for } i = 1, \ldots, n \quad (4.3)
\]

where \( \text{indicator}(z) = 1 \), if \( z \) is true, and \( \text{indicator}(z) = 0 \), otherwise.

From a Bayesian view, the parameters \( u_i \) can be interpreted as prior observation counts for events governed by \( p_i \). When \( u_i \) is large, the prior knowledge dominates the posterior distribution; alternatively, if \( u_i \) is a small number, we put more trust in the observed data.

B. Lifelong-Learning Algorithm

The lifelong-learning algorithm borrows ideas from Bayesian theory, in that we constitute a posterior distribution over possible POMDP models, based on prior intuition as to what models are appropriate and based on the observed data. A flowchart of the lifelong-learning algorithm is shown in Fig. 8.

Given the current target state \( s \) and an action \( a \), the next state \( s' \) can be seen as a draw from a multinomial distribution with parameters

\[
p_i^{T,s,a} = p(s' = s_i|s, a) = T(s, a, s_i), \quad \text{for } i = 1, \ldots, |S| \quad (4.4)
\]

with \( \sum_{i=1}^{|S|} p_i^{T,s,a} = 1 \). Similarly, for a given action \( a \) and state \( s' \), the observation \( o \) is a draw from a multinomial distribution with parameters

\[
p_i^{O,s',a} = p(o = a_i|a, s') = O(a, s', o_i), \quad \text{for } i = 1, \ldots, |\Omega|. \quad (4.5)
\]

The goal of lifelong learning is to learn these multinomial parameters in the state-transition probability \( T \) and observation function \( O \). Based on the discussion in Section IV-A, for each state-action pair in the transition probability \( T \) or the observation function \( O \), a Dirichlet prior is assigned

\[
T(s, a, \cdot) \sim \text{Dir}(p^{T,s,a}; u_{T,s,a}) \quad (4.6)
\]

\[
O(a, s', \cdot) \sim \text{Dir}(p^{O,s',a}; u_{O,s',a}). \quad (4.7)
\]

Learning is a process of continuously updating the hyperparameters \( u_{T,s,a} \) and \( u_{O,s',a} \). We observe that the transition and observation probabilities are drawn from respective Dirichlet distributions.

We also assume an “oracle” is available, which can provide the label (identity) of the underground target currently under interrogation, on request. The best “oracle” is implemented by excavating an item of interest (e.g., by a human operator). Note that in the landmine-sensing problem, for which the true labels can be acquired via excavation, the use of an “oracle” is practical, albeit expensive, with the cost of oracle deployment accounted for in the algorithm. If a new type of mine or clutter is excavated during this process, a new class of models is added (with associated target states and model learning performed, as discussed in Section III). If the mine/clutter type has been seen previously, the associated model is refined based upon the new measured data. We emphasize that the oracle only provides information about the environment state \( s_E \in S_E \) of the excavated item, while the data are used to determine the associated target states.

An oracle query is performed if one of the following conditions is satisfied: 1) if the policy says that the oracle query is the optimal action at the current step; 2) if the agent finds a new observation that has never been seen before; or, 3) if the agent has measured extensively in a subarea of the area from the last declaration position to the current sensing position within the lane, as defined in Section V). In this latter case, the number of sensing actions in the local region is larger than a threshold, and the agent still cannot make a decision about the underground target, which means the current task is too difficult for the agent. This phenomenon can happen if the expected cost of making a declaration, quantified by \( \sum_{s_E \in S_E} R(s_E, s_E)p(s_E) \), is too high, and therefore, the agent would simply continue to perform relatively inexpensive sensing actions. By “too hard,” this implies that the pmf defined by \( p(s_E) \), based on previous actions and observations, is not sufficiently “peaky” about one of the environments \( s_E \in S_E \).

In this case, the oracle is called upon to excavate the item without making a specific declaration as to the associated environment state \( s_E \in S_E \).

When an oracle query is required, the robot senses its local area on a grid using the two sensors, such that it collects as much information of the unknown object as possible, and then, the label is revealed via the oracle (excavation). The size and position of the grid-sensing region is determined by the energy distribution in the local area. In general, if the energy and energy gradient are small in both the EMI signal and GPR
Fig. 8. Flowchart of lifelong learning in the landmine-detection problem.

signal, it is reasonable to consider the current point as the edge of an underground target and, hence, the edge of the grid-sensing region. The “label” includes the type of mine or clutter, size and position of the target, and the reward values when declaring it correctly or incorrectly. If the target class is new, a submodel is then built, which is similar to the discussion in Section III, using the grid-sensing data and the label information; the submodel is a subset of the entire model, which is composed of those states and observations related to the current target. Note that in the submodel, we learn the Dirichlet hyperparameters which represent the posterior distributions of $T_{\text{submodel}}$ and $O_{\text{submodel}}$ (as computed using VB).

There are two learning approaches in the proposed algorithm. When an oracle query reveals the target type to be a new one, the algorithm expands its model by adding the new target type into the existing model (the set of environment state $S_{\text{E}}$ is expanded by one). There is an expansion in the total set of target states $S_{T}$ and in $\Omega$ (if necessary); this corresponds to adding a new diagonal block in the transition probability $T$ (see Section III-F) and new states (and observations) in the observation function $O$. The associated hyperparameters are expanded at the same time. If according to an oracle query, the algorithm finds that the revealed target type is a familiar one, it updates the model hyperparameters for this target type at learning rate $\lambda$

$$\tilde{u}_{T,s,a}(s') = u_{T,s,a}(s') + \lambda u_{T,s,a}^{\text{submodel}}(s')$$
$$\tilde{u}_{O,s',a}(o) = u_{O,s',a}(o) + \lambda u_{O,s',a}^{\text{submodel}}(o)$$

where $u_{T,s,a}^{\text{submodel}}$ and $u_{O,s',a}^{\text{submodel}}$ are the submodel hyperparameters learned from the measured data for current target type,
u_{T,s,a} and u_{O,s',a} are the old hyperparameters for the existing model, and \( u_{T,s,a} \) and \( u_{O,s',a} \) are the updated hyperparameters for the posterior distributions. The two learning approaches previously discussed are based on the assumption that the state definition is exclusive for each target type, and the state transition happens only within each target type. The learning rate \( \lambda \) balances the importance between the prior knowledge (existing model) and the new observations from an oracle query. If \( \lambda = 0 \), the agent never updates the model, and if \( \lambda \to \infty \), the posterior is entirely decided by the new observations.

Based upon the data observed thus far, we have posterior distributions for the transition probability \( T \) and observation function \( O \) across all targets observed thus far; these posteriors represent our state of knowledge about the scene under test and are quantified by the aforementioned Dirichlet distributions. To make the analysis practical, we now sample \( N \) sets of parameters from the posteriors, constituting \( \mathcal{N} \) POMDP models that, for sufficiently large \( N \), capture the uncertainty with regard to the properties of the mines and clutter. These sampled POMDP models are then used to constitute \( \mathcal{N} \) associated policies. At each sensing step, the agent has \( N \) optimal actions \( \{a_i\}_{i=1}^N \) to choose from, coming from the \( N \) policies.

The agent picks one action among them as follows. Let the history \( h = \{a_1, a_2, \ldots, a_{i-1}\} \) record the action–observation sequence as the agent experiences the environment. Denote weights \( w_i \) as the normalized likelihood of the history \( h \) for each of the \( N \) models, computed at each step using the forward–backward algorithm [12] and normalized such that \( \sum_{i=1}^N w_i = 1 \). Then, the agent randomly chooses an action to execute according to the weights \( \{w_i\}_{i=1}^N \), i.e., \( p(a_i) = w_i \), for \( i = 1, \ldots, N \). Furthermore, at regular intervals, the agent removes the model samples with the lowest weights (below a prescribed threshold) and draws new models according to the current model hyperparameters. During the processes of updating the hyperparameters by oracle queries, picking actions by the weights, and pruning the low-weight model samples, the agent gradually focuses on the model sample which best represents the true characteristics of the underlying environment.

The PBVI algorithm [19] is applied to the POMDP models built according to the methods discussed in Sections III and IV to learn the policies; when implementing PBVI, the belief samples are obtained by belief expansion once every 15 iterations, and a total of seven expansion phases result in approximately 3000 belief points for policy learning.

### V. Experimental Results

The data used in this paper were measured by actual EMI and GPR sensors [22] for three “minefields,” each of which is defined by man-made and natural clutter as well as plastic and metal (inert) landmines. These measured data are then used to simulate a robot traversing the respective minefields. The EMI and GPR data are precollated over a \( 1.6 \times 1.6 \text{ m}^2 \) per simulated minefield, with sensor data collected at a 2-cm sample rate in two coordinate dimensions [22]. The precollated data are used to simulate the data collected by an autonomous two-sensor agent, as it senses within the minefield. The three “minefields” are shown in Figs. 11, 13, 14, and Table III. Clearly, to avoid missing landmines, the robot should search almost everywhere in a given minefield. However, we hope that the robot can actively decide where to sense as well as which sensor to use, to minimize the sensing cost. Considering these two requirements together, we assign a “basic path” as shown in Fig. 9 (dark blue curve with arrows). The “basic path” defines the lanes as indicated by light blue in the figure, and the robot is restricted to take actions within the lanes. The “basic path” restrains the robot from moving across the lanes, and the robot defines sectors along each lane as being characterized by one of the mines/clutter, including “clean,” while moving in an overall direction consistent with the arrows in Fig. 9. The distance between two neighboring “basic paths” should be less than the diameter of a landmine signature. Furthermore, we assume the motion is not noisy, which means when taking actions, the robot can move from one location to its neighborhood in four directions without error; in future work, imprecise motion may be accounted for in the state-transition matrices.

After each declaration, the robot is assumed to be reset to a new location to explore the next local region. Without this resetting mechanism, the robot would stop at a mine and declare it as a mine forever (getting a significant reward, if right, every-time). To avoid this, resetting is assigned to the next unexplored location along the basic path (see Fig. 9 for further explanation).

### Table III

<table>
<thead>
<tr>
<th>Ground Truth</th>
<th>Mine Field 1</th>
<th>Mine Field 2</th>
<th>Mine Field 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of mines (metal + plastic)</td>
<td>5 (3+2)</td>
<td>7 (4+3)</td>
<td>7 (4+3)</td>
</tr>
<tr>
<td>Number of clutter (metal + nonmetal)</td>
<td>21 (18+3)</td>
<td>57 (34+23)</td>
<td>29 (23+6)</td>
</tr>
<tr>
<td>Detection result</td>
<td>Number of mines missed</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Number of false alarms</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Assume the robot has explored the region bounded by the dash-line box since the last declaration and made the current declaration at location $A$ in Fig. 9. By the resetting mechanism, the robot starts a new search from location $B$, outside, and neighboring of the previously explored region.

It is possible that after many measurements in one local area, the agent still cannot make a declaration. For example, this can occur if the belief state becomes oscillatory, possibly because our model does not include the current underground target or the model we build does not fit the data in this area well. More measurements do not help to make a better decision. If this happens, it is better to say “I do not know” rather than continue sensing or making a reluctant declaration. We let the robot declare “unknown” in this situation, while in the lifelong learning algorithm, the third query condition is met and the “oracle” is employed.

A. Detection Performance of the Offline-Learning Algorithm

In the offline-learning approach, the training data are given in advance, and the training phase and test phase are separate. We use Minefield 1 (Fig. 11) as the training data to learn the model and the policy, and then test our method on all three minefields; we emphasize that the EMI and GPR data were collected separately on three separate “minefields” — the data are not constituted by stitching together individual mine and clutter signatures. The training and test data match well in that the three minefields contain almost the same types of metal mines, plastic mines, and clutter. The clutter includes metal clutter (soda can, shell, nail, coin, screw, lead, rod, and ball bearing) and nonmetal clutter (rock, bag of wet sand, bag of dry sand, and a CD). Note that we consider many types of clutter items, and these all fall within the broad classes discussed in Section III.

1) Model Training and Policy Design: Using Minefield 1 as the training data set, the POMDP model is built as discussed in Section III, and the policy is learned by PBVI. Other policy learning algorithms such as region-based value iteration (RBVI) [27], Perseus [28], or Q-MDP [29] can also be considered. The number of sensing actions and the correct declaration rate as a function of value iteration number (as discussed in [19]) when determining the policy are plotted in Fig. 10. The correct declaration rate is defined as the ratio of the number of correct declarations relative to the number of all declarations. Note that the correct rate is not equivalent to probability of detection since one landmine could be declared multiple times, and the correct declaration of clutter or “clean” is also counted in the correct rate. However, it does reflect the detection performance by comparing declaration position and ground truth. From Fig. 10, after 75 iterations and five belief expansion phases, the PBVI-learned policy becomes stable.

2) Landmine Detection Results: The stationary policy from the last section is then used to navigate the robot in the three minefields. The ground truth and detection results are summarized in Table III. As an example, the layout of Minefield 1, the declaration result, and a zoom-in of sensor choices are shown in Fig. 11. Note that one target may be declared several times.

Missed landmines are usually caused by one of the following two reasons: The mine has very weak signal in both EMI and GPR responses, such as a small antipersonnel mine which is a low-metal content mine; or the mine is very close to a large metal clutter so that the clutter’s strong response hides the weak signal of the mine.

From Fig. 11(c), we see that the policy selects GPR sensors to interrogate plastic mines, while it prefers EMI sensors when metal mines are present. This verifies the policy to some degree since the EMI sensor is almost useless for detecting plastic mines but is good for detecting metal mines. We also see that on the “clean” area or at the center of a landmine, a declaration is made only based on very few sensing actions, usually two or three, since it is relatively easy for the robot to estimate its current states. However, at the edge of a landmine, where there is an interface between two objects (the landmine and the “clean”), the robot usually requires many sensing actions to make a declaration.

The robot requires, on average, approximately 4500 sensing actions in one minefield; the correct declaration rate is about...
Fig. 11. Ground truth and detection details in Minefield 1. (a) Ground truth. The red circles are landmines, with “M” and “P” indicating metal mine and plastic mine, respectively; the other symbols represent clutter. Black dots are small metal segments, and the rest are large-sized metal or nonmetal clutter. Red pentagram: Metal mine; pink star: Plastic mine; yellow triangle: Type-1 clutter; cyan diamond: Type-2 clutter. (b) Declaration result. The blue "C" means a declaration of "clean," the green "?" means "unknown," and other marks with various colors represent declarations of mines or clutter. (c) Sensor choice in the broken-lined rectangular area shown in (b). The black square means sensing with EMI sensor, and the green circle means GPR sensor. It can be seen that the policy prefers the GPR sensor for plastic mine [left half in (c)] and the EMI sensor for metal mine [right half in (c)].

B. Detection Performance of the Lifelong-Learning Algorithm

In the lifelong-learning approach, the training and the test phases are integrated, and the model and the policy are updated online during the combination of exploration and exploitation. We let the robot move in Minefield 1, navigated by the policies within the lanes defined by the “basic path.” We set the learning rate as $\lambda = 1$, the number of model samples as $N = 10$, and the cost of the oracle query as $r = -80$. The other reward values are the same as discussed in Section III-G. At the beginning, the imperfect model includes only the “clean” situation, i.e., one state and several observations; we, therefore, assume no knowledge of the mines or clutter. The results of the lifelong learning in Minefield 1 are shown in Fig. 12, where Fig. 12(a) shows the positions of the oracle queries and the other declarations when the robot explores and exploits the environment, and Fig. 12(b) is the average error of the model learned by the lifelong learning relative to an “ideal model.” Here, the “ideal model” is assumed to be the one we obtained by offline approach in Section V-A1; the average error is defined as the average value of the absolute differences between the learned model parameters (the means of the parameter distributions) and the corresponding “ideal model” parameters.

In Fig. 12(a), each rectangle represents an oracle query and its grid-sensing region. It can be seen that at the beginning [left part of the Fig. 12(a)] of the learning, many wrong “Type-2
clutter” declarations are made. After learning more, there are fewer wrong declarations. The model is expanded by adding two mine types, two clutter types, and more observations in the earlier period of the learning. This is also demonstrated by the big decrease in the average error in Fig. 12(b). Later, the model hyperparameters are updated when necessary, according to oracle queries, and the model becomes increasingly accurate. Note that the learning process does not end even though the robot finishes exploring all of Minefield 1. When a new task comes, the robot continues to modify the model parameters if the old model does not fit the new minefield.

Assume that the robot meets Minefield 2 and then Minefield 3 after it learned the model in Minefield 1. Minefields 2 and 3 contain the same types of mines and clutter learned previously. Fig. 13(a) is the ground truth of Minefield 2, and Fig. 13(b) shows the associated detection results. With one missed mine and two false alarms (the same as in Table III), the results demonstrate the performance of the lifelong learning. The detection result of Minefield 3 (see Fig. 14) also yields a result similar to the offline approach in Table III.

Finally, we discuss the immediate reward. It is assumed that during the exploitation in a minefield, the agent does not know the immediate reward after each declaration. Under this assumption, all the reward values the agent knows come from the initial model and oracle queries. This agrees with a practical situation for which the robot does not know if its decision is correct or incorrect immediately after each declaration. Note that if we discard this assumption, the learning will be more efficient, since the agent could evaluate its performance by checking the immediate reward it received and adjust its learning strategy. For example, if the error rate is high, the agent could consider taking more oracle queries to improve the model. If a certain declaration often causes a penalty, the agent should be careful that the model for this target might be poor.

C. Importance of Setting the Reward Function

Setting the reward function is important in producing a good policy. An inappropriate reward function causes a poor policy and thus unsuccessful detection, even if the model is perfect. In a simulated experiment, the reward function can be set using a trial-and-error method or by experience. In a real problem, the reward value can be estimated by its real cost, although it is often very difficult to quantify costs or rewards.

We consider the critical role of the penalty when the robot misses a landmine. Refer to the previous setting in Section III-G where this penalty is $-100$. We suppose to keep the other reward values the same but let this penalty vary from $-10$ to $-1000$. Given Minefield 1 as the training data, the model and the corresponding policies are learned, and the robot executes the policies when detecting in the same minefield. The plots of the cumulative reward, the correct declaration rate, and the average number of sensing actions to make one declaration as a function of the penalty are shown in Fig. 15. From these figures, the cumulative reward reaches a peak value when the penalty is around $-100$. The correct declaration rate increases as the penalty increases, achieves maximum at a penalty of around $-100$, and then slightly decreases when the penalty is higher. The average number of sensing actions for one declaration increases monotonically. These results are consistent with our intuition. If the penalty is too low, the agent does not care if
Fig. 13. Detection results of the lifelong learning in Minefield 2 after the algorithm has learned the model from Minefield 1. (a) Ground truth. The red and blue circles are landmines with “M” and “P” indicating metal and plastic mines, respectively; the other symbols represent clutter. Black dots are small metal segments, and the rest are large-sized metal or nonmetal clutter. (b) Oracle queries and other declarations. Each red rectangle represents an oracle query and the corresponding grid-sensing region. Other marks are declarations: Blue “C”—“clean,” red pentagram—metal mine, pink star—plastic mine, yellow triangle—Type-1 clutter, and cyan diamond—Type-2 clutter.

Fig. 14. Detection results of the lifelong learning in Minefield 3. (a) Ground truth. The red circles are landmines with “M” and “P” indicating metal and plastic mines, respectively; the other symbols represent clutter. Black dots are small metal segments, and the rest are large-sized metal or nonmetal clutter. (b) Detection result. Each red rectangle represents an oracle query and the corresponding grid-sensing region. Other marks are declarations: Blue “C”—“clean,” red pentagram—metal mine, pink star—plastic mine, yellow triangle—Type-1 clutter, and cyan diamond—Type-2 clutter.

A landmine declaration is correct or wrong, so it makes many wrong declarations with few sensing actions. On the contrary, if the penalty is high, the number of sensing actions must increase to make the declarations more accurate. In addition, missing a landmine is more costly compared to other declarations, and hence, the agent would rather declare an object as a landmine.
than miss it, thus causing an increase of false alarms. The sensing cost and the false alarm penalty both reduce the cumulative reward.

VI. CONCLUSION

We have addressed the problem of employing GPR and EMI sensors placed on a single platform, with the objective of performing adaptive and autonomous sensing of landmines. The problem has been formulated in a POMDP setting, under two distinct assumptions. In the first case, we have assumed adequate and appropriate data for learning of the underlying POMDP models, with which policy design can be effected. The assumption that such data are available is often inappropriate, and therefore, we have also considered a lifelong-learning algorithm in which little if any a priori information is assumed with regard to the mines, clutter, and soil conditions. The formulation considered for this latter case has been based on the recently developed MEDUSA algorithm [18]. The work reported here is distinct from the original MEDUSA work in the following two principal ways: 1) In MEDUSA, the total number of states is known in advance, and therefore, the model size is fixed; the algorithm only refines the model parameters based on the oracle query. In this paper, the total number of states is not fixed. The model size increases by adding more states and observations when new targets are revealed by the oracle query. The learning includes updating model parameters and increasing model size (if necessary). 2) In MEDUSA, it is assumed that the oracle reveals the underlying state directly, and the model is updated for only the involved single state. In this paper, the oracle reveals the target label instead of one single state. One target may involve several states, and the states are hidden. The target constructs a subset (a diagonal block in the state transition matrix) of the entire model. This subset (sub-model) is learned by the method discussed in Section III, since by grid sensing before the oracle reveals the label, sufficient training data are available for this target. Finally, the model update or expansion is performed on the subset of the model, not a single state.

The principal limitation of the approach developed here is the computational cost of implementing the POMDP policy. For the lifelong-learning algorithm addressed in Section IV-B,
we sampled $N = 10$ POMDP models; these characterized on average by 29 target states, 24 discrete observations, and 16 actions. The PBVI policy design required, on average, 58 min of CPU for each of these models (on a 3.06-GHz personal computer). Therefore, the principal challenge going forward is found in increasing the computational speed of policy design; there have been many recent improvements in POMDP policy design that will significantly accelerate the speed of policy design (see [27]–[29] and the references therein).
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